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Intreduction

Practically most result mistakes in aerospace investiga-
tions are provoked by the oftenly occurring moments of indefiniteness in the
real process of data registration and processing. The resons such indefiniteness
origin are practically from different nature and have a complex character. Prin-
cipally they are: discrepancy between the theoretical models for description of
space area and the real conditions, the space experiments take place, Re-cover-
ing of the investigated classes of patterns in space of instrumental measure-
ments; Choice of wrong identification of educating patterns connected with
wrong definition of discrifminate functions in the area of recognition and clas-
sification of the investigated objects; principal oblated of the scientific hard-
ware [I, 2).

The present papers are dedicated to the application of models for com-
parison in pairs, which result in decrease the level of indefiniteness in the edu-
cating patterns identifying.

The main aim of application of such models is to decrease the mistakes in
space experiments data processing and interpretation.

Models of experiments for comparison in pairs

In result of data processing different values of estimate of the
features of the images of the k& objects 4, 4,...., 4, of one and the same class occur,
Questions whether these differences are provoked by random factors or
the objects are essentially different rises.
If [X], [X,)...., [X,], k € [/, K] are matrixes of the measured sampling
values of the features and each matrix had dimension n x m, (n e [I, N],
me [, M), e
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then the set of k objects of one and the same class is defined by the vectors of the
measured sampling values of the features of the images.
The matrix is:
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The procedure CP is:

The measured sarnphng values of the feature of the images [X ], [X,]...., [X|]
are compared. Each one is compared with the other one (the objects is compared
with itself). The account of the operation CP of k objects based on the matrix X1,
[0 ,[ijls()SNMK(K—l)

Analitically the proccdurc is descrlbed by the inequality:

(3) Em (Xmm ) > &m (X jmn ) = yijmn 1, (yjmm 3 0}’

(4) Em (Ximn) > Em (ijn) = ycjmr: =0, (yjfmn- = 1) 4

where g , me (1, M], Y ymnate m-th discriminate function, based on the m-educating
feature and the binary randoni value: The binary random value is a CP procedure
result. y, = 1 means that the i-th object belongs to the gwen class. Vi = 0 means
that theyapphcancc of the i-th object to the gwen class is rejected 1, je [1, &]. In
result of CP procedure {(3) or (4)) a numeric series {s} is set. It’s terms are the
weight sums of compared objecis when m — oo,n = ‘the terms of the numeric
series {s;} limes to it’s mean values

{5) l??.i =i Eymm
rt—l
Quantitatively Vi ., Lhe indefiniteness connected with the random value of g
can be described by means of the probability by which Vipmn = 1, 10 -

[
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(6) B {ytjnm = 1} = E.ujmrz . 0< ‘twjnm < 1’

(?) gﬂmn AL &ljmn 0L gﬂmn <1l

Based on the considerations exposed above the following models of experi-
ments for CP can be formulating [3].

MODEL A. The probability & im: d0€s not depend on the sequence of com-
parisom, i.e. either the procedure (3) or (4) is realised, because the result is one and
the same. In this case the probability &mn depends only on { or only on j, ie
&i}.ﬁm =&,.,. That means, that there is no effect in repeat the comparison, i.e. if
one of the procedures (3) or (4) is realised it’s not necessary to realise the other
one,

MODEL B. The probability &, d0€8 1ot depend on the feature serial num-
ber m on which the comparison is realised, according to the procedures (3) or (4),
i.e. there is no need to, repeat the comparison on definite feature. In this case the
probability &, =&,,.

MODEL C. The probability £ does not depend on the choice of the con-
secutive discreet value of the feature comparison n because the procedures (3) or

{4) are realised for all measured discreet values of the features {proportion (3}).
In this case the probability &, = §,.

This work is dedicated to the application of MODEL C.

According to this model the definition of the models applicance to the given
class or their rejection can be realised by estimation of the mean probability ?;,., or
by mean probability &; = E{ﬁﬁ} when m — oo, n —> o0 (the seript £ {} indicates
the averaging operation), where the &; and &, following equations:

& S

(8) & = m ,
©) E=E£f |

Criteria for estimation the results of the statistic
data processing, applying MODEL C

The criteria for estimation the result of CP procedure are:

L. Criteria for total equivalency

The zero hypotheses of these criteria are the following H: All objects are
equal, the differences in the weight sums are provoked by random factors, i.e,
£, =0,5 for Vi

The alternative hypothesis is H_: The objects are different and this is not
provoked by randem factors, i.e. € #0,5 for Vi
T8 s involved.
0,5/ mk

According to the Pirson’s criteria [4,5], when m — o, & — oo the distribution of 4
of limits to normal with zere mean value and a mean quadratic displacement
1-M0,1). In this case the criteria for total equivalency analytically in described as follows:

A measure of displacement A
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(10) Zdz k{Zs‘ ~025 m”k (k-1F1.

In this case if H, is true, then the valueD must not be great than the criterial
vatue of the tabulated function with apriori given level of significance ¢t and k-1
degrees of freedom, ie.

(1D D,sD, =y}, (&k-1).

(i

I the condition (11} is not true, H, is rejected. H_is accepted, which means
that the objects are different and the dlfferences betwéen them are not provoked
by random factors.

The scheme for application of the criteria is the following:

1. A level of significance o is given.

2. The criterizl value of the chosen level of significance is defined «,

DDy, =adsalios 1)

3. The value of D according to formula (10) is calculated.
4. A check-up dCCOI’dmg o the condltion {11} is done. It consist in the following:

(12) if D, €D, =%, (k—1)then H_ is true,
(13) if D, 2 D, = %5 (k—1)then H_is true.

I1. Criteria for the special object

The zero hypotheses for this criteria is the following: _

H,: All objects are equal, the special object is as all, i.e. & =0.5 for Vi.

The alternative hypothesis is H: The object with weight sum s, is different
and this is not provoked by random factors, t.e. £, >0.5(1<d <k}.

In this case according to the Pirson’s criteria the distribution of the weight
sums limits to the normal with mean vaiue F{s} = 0,5 m (k-1) and a mean qua-

dratic displacement 0, =0,5./m (k -1).
The criterial value of the weight sum s_is defined by means of the equations

(14) s, =105m{k-1)+%2 (k1) o,]
or
(15) s, =[05m (k- 1)+37 ,(k~1) 5, +0,5]

if the data capacity is not enough.

The symbo! [.] indicated the least integer, which does not exceed the numerical
value of the expression in the square brackets.

The scheme for application of the criteria is the following:

1. The level of significance o is given.

2. The criterial value of the weight sum s_for the chosen level of significance o
is calculated according to the formulas (14) and (15).

3. The values of the critical weight sum s and the weight sum of the special
object are compared. This procedure has the following view:

{16) if 54 <s.H,is accepted,
a7n if 54 >s,H_is accepted.

I11. Criteria for equivalence of two special objects
The lask sclved by these criteria is as follows:
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Does the difference in the weight sums of two special objects means that the
objects are from different classes.

The zero hypotheses is H: The difference in the weight sums of the two
special objects is provoked by random factors.

The alternative hypothesis is H : The difference in the weight sums of the two
special objects is not provoked by random factors, i.e. the objects are from differ-
ent classes,

According (o the Pirson’s criteria the distribution of the difference of the

weight sums Asy < Isf ~ 8y | {.fe [l,k]) limits to normal with zero mean value
and a mean quadratic displacement Shs, =05 mk,meN (0, T, ).

The critical value As, of the difference is defined by the equations

(18) As, =[xi o (k—1)oy,, ]
ar
(19) As, =[xt =1 Gpyy +0.5]

if the data capacity is not enough. The symbol [.] indicates the least integer, which
does not exceed the numerical value of the expression in the square brackets.

The scheme for application of the criteria is the following:

1. The level of significance « is given.

2. The critical value of the difference As, for the chosen level of significance ¢
1s calculated according to (18} or (19).

3. The values of Asy < [SE —s_f|, {1.fe [l,k]) and As, are compared. This pro-
cedure has the following view:

(20) if &y <As.H, is accepted,
21 if Asy 2 As H _is accepted.

IV, Criteria for equivalence of two objects (criteria for the least significant sum)
The task solved by this criteria is the definition of such difference in the weight

sums of the two objects s, and 8, Asy :'.5';- _511’ which is statistically significant.

The zero hypotheses of these criteria are H,: All objects are equal, the differ-
ences in the weight sums are provoked by random factors Ea= ‘C:,j- for vi, ;.

The alternative hypothesis is H_: The objects are different and this is not
provoked by random factors, i.e. E = §; for Vi, j.

The scheme for application of the criteria is the following:

L. The level of significance o is given.

2. A check-up according to the scheme of the criteria for common equivalence
is done. If H, is accepted the procedure is cut off. If H, 1s accepted the procedure
continues. :

3. The critical value of the diference As,, according to {18) or {19} for the
chosen level of significance o, is calculated.

4. A check-up according to item 3 of the scheme of criteria I is done. If H is
accepted, it is ¢considered that the objects are from one and the same class. If H is
accepted, it 1§ considered that the objects belong to different classes, which means
that their difference is statistically sighnificant.
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[IpuinoxeHne Ha MOJEIH 32 CDaBHEHHE
1o aBofixu npu obpaboTka u
HHTEPIPETALHI Ha NAHEH, MONYYCHU OT
2EPOKOCMINECKM EXCHePUMEHTH

Pymen Heokos

{Pesmome)

B paboraTa ca IpeIIIOKEHE TPU MOAENA 33 HU3IIOJI3BAHE Ha.
METO/a 32 CpaBHEeHUEe II¢ ABOHKM npH o6paboTka Ha JaHHM OT aepOKOCMHHIECKH
uaciegpanma. llesta Ha npuilarage Ha KOHKPETHH BEPOATHOCTHH MOJENH MpH
o6paboTkaTa € HAMaABAHE HA IpPeuikaTa NPU ONpercisHe Ha oOydyaBalllHTe
IpH3HaLM NpH xiacuduxanns. M3loXeHOTO B CTATUATA NaBd OCHOBAHHE 3a
OpHIaraHe HA KOHKPETHM CTATHCTHYECKH MOJENH NpH KJacHOUKANUA HA
MONTY4EHNTe 2epOKOCMHUMECKH AaHEHM Ole B NIPOLECa Ha MhbpBHyYHAaTa 06paboTka.





